
Molecular Spintronics: Destructive Quantum Interference Controlled
by a Gate
Aldilene Saraiva-Souza,*,† Manuel Smeu,*,‡ Lei Zhang,† Antonio Gomes Souza Filho,§ Hong Guo,†

and Mark A. Ratner‡

†Centre for the Physics of Materials and Department of Physics, McGill University, Montreal, QC H3A 2T8, Canada
‡Departamento of Chemistry, Northwestern University, Evanston, Illinois 60208, United States
§Departamento de Física, Universidade Federal do Ceara,́ Fortaleza, CE 60440-900, Brazil

*S Supporting Information

ABSTRACT: The ability to control the spin-transport properties of a molecule bridging
conducting electrodes is of paramount importance to molecular spintronics. Quantum
interference can play an important role in allowing or forbidding electrons from passing
through a system. In this work, the spin-transport properties of a polyacetylene chain
bridging zigzag graphene nanoribbons (ZGNRs) are studied with nonequilibrium Green’s
function calculations performed within the density functional theory framework (NEGF-
DFT). ZGNR electrodes have inherent spin polarization along their edges, which causes a
splitting between the properties of spin-up and spin-down electrons in these systems.
Upon adding an imidazole donor group and a pyridine acceptor group to the
polyacetylene chain, this causes destructive interference features in the electron
transmission spectrum. Particularly, the donor group causes a large antiresonance dip in transmission at the Fermi energy EF
of the electrodes. The application of a gate is investigated and found to provide control over the energy position of this feature
making it possible to turn this phenomenon on and off. The current−voltage (I−V) characteristics of this system are also
calculated, showing near ohmic scaling for spin-up but negative differential resistance (NDR) for spin-down.

■ INTRODUCTION

Since it was first proposed that a single molecule might be used
as a rectifier,1 there has been a large effort aimed at designing
molecular systems to perform as other basic electronic
components. One of the most important goals of nano-
electronics is the ability to reversibly turn on and off the current
passing through a molecular device, as in a transistor. Promising
studies in this area have combined the properties of molecular
electronics with those of spintronics, which are commonly
investigated in nonmagnetic systems coupled to electrodes
possessing magnetic properties.2 This typically involves an
organic molecule connected to metal electrodes, but it has been
suggested that the physical connection between the two is not
well-suited to electron transport.3−6 The bridging of single-
walled carbon nanotubes (CNTs) with molecules was achieved
experimentally a few years ago.7 However, these yield low
conductance values due to the difficulty in creating covalent
contacts and because the contact transparency is highly
dependent on the nature of the connection between the
molecule and the CNT.8 On the other hand, experimental
results have shown that a single layer of graphene might make
an ideal metallic electrode and may improve the ability of
molecules to function as devices.9,10 Very recently, the
fabrication of perfect graphene nanoribbons has brought such
electronic devices to reality.11 In particular, zigzag graphene
nanoribbons (ZGNRs) have shown striking magnetic proper-
ties based on their spin polarization along their edges.12 The

half-metallicity behavior under a gate voltage might offer a
major advance toward creating organic devices.12,13

There are advantages of the carbon nanoribbon structure
beyond its magnetic properties. For instance, a carbon chain
coupled between ZGNRs is stable in several different
configurations14,15 and can be a very efficient spin filter device
that can be switched on and off.16 The tunability of trans-
polyacetylene has been demonstrated in work showing that its
geometry and electronic structure are affected by the presence
of an electric field.17 The ability to control electron transport
through the molecule is essential in nanoscale devices, and
there is particular interest in systems in which it is possible to
switch the conductance between on and off states. One effective
method for achieving such control may be by exploiting
constructive and destructive quantum interference effects.18

This phenomenon has been extensively discussed for benzene
rings, where the relative positions of anchoring groups (para or
meta) will determine the interference pathways through the
molecular ring.19−22 Typically, the meta connection results in
an antiresonance peak close to the Fermi energy EF of the
electrodes, which indicates destructive quantum interference
(DQI), resulting in low conductance (off state). The first
experimental observation of DQI was obtained indirectly from
mechanically controlled break junctions, measuring ultralow
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conductances of molecular rods.23 This interesting effect was
then demonstrated in a molecular conductor, confirming that it
is possible to control the current through a single molecule by
chemical design.24

In this article, a junction consisting of ZGNR electrodes
bridged by a polyacetylene carbon chain is investigated with
electron and spin transport calculations. A similar molecular
bridge connected to Au electrodes has been investigated with
electron transport calculations by Yao et al.,25 who found that
the introduction of bridging groups to cis-polyacetylene can
drastically affect the electron transport behavior by influencing
the energy levels of frontier molecular orbitals and the extent of
their spatial resolution. We have previously shown that
attaching the polyacetylene chain to the ZGNRs in a para or
meta configuration would result in very distinct electron
transmission properties, and the para configuration yielded a
more conductive system.26 Therefore, the para configuration is
utilized in this work. These transport properties are obtained
with the nonequilibrium Green’s function approach combined
with density functional theory (NEGF-DFT). As stated above,
ZGNR electrodes possess spin polarization along the edges,
which results in a splitting of the spin-up and spin-down
electron transport properties.27 The addition of a donor group
(imidazole) and an acceptor group (pyridine) to the
polyacetylene chain leads to control over the transmission
properties, introducing DQI. Finally, a gate voltage (Vg), which
does not destroy the destructive interference, can be used to
tune the electron transport properties such as the DQI, the
overall conductance, and the spin filter efficiency.

■ COMPUTATIONAL DETAILS
The electron and spin transport properties of this system were
investigated with the nonequilibrium Green’s function approach
combined with density functional theory (NEGF-DFT). This
technique yields the transmission spectrum detailing the probability
of an electron with a given energy of passing through the junction in a
two-probe geometry, as shown in Figure 1a. The electronic structure
and geometry optimizations were performed with density functional
theory (DFT)28,29 as implemented in the SIESTA code,30 which
employs a linear combination of atomic orbitals (LCAO) to expand
the Kohn−Sham orbitals. The valence electronic orbitals of the
systems were described using double-ζ polarized basis sets,31 and
norm-conserving Troullier−Martins pseudopotentials represented the
core orbitals.32 The local spin density approximation (LSDA)33−35 was
used since it adequately describes the antiferromagnetic/ferromagnetic
ordering in carbon nanoribbons, which is very sensitive to the
functional used.36 A cutoff energy of 150 Ry was used, and in all cases,
the relaxations were carried out until the force on each atom was less
than 0.05 eV/Å. The Brillouin zone was sampled as a Monkhost−Pack
grid37 using 1 × 1 × 100 k-points.

The relaxed, minimum energy structure for the polyacetylene bridge
case (π-bridge: R1 = R2 = H) is shown in Figure 1a. Along the
polyacetylene chain, the C−H bond lengths were fairly uniform
between 1.1 and 1.2 Å, and the C−C bond lengths were between 1.39
and 1.42 Å. When donor and acceptor groups were attached to the
polyacetylene chain (π-bridge-DA: R1 = imidazole, R2 = pyridine), the
C−H and C−C bond lengths within the polyacetylene chain were
similar to the π-bridge case; the (C−C) bond length between the
donor and the polyacetylene chain was 1.49 Å and between the
acceptor and the polyacetylene chain was 1.45 Å. It turns out that the
steric interactions of the donor and acceptor groups with the
polyacetylene chain cause them to rotate out of the plane of the
polyacetylene bridge system.

Figure 1. (a) Schematic of the two-probe structure studied in the electron transport calculations. The structures consist of ZGNR electrodes bridged
by a polyacetylene chain. The shaded regions contain the semi-infinite left and right electrodes, which repeat to infinity to the left and right,
respectively. The polyacetylene chain was studied in different scenarios: being passivated with hydrogen atoms (R1 = R2 = H), denoted π-bridge; or
having donor (R1 = imidazole) and acceptor (R2 = pyridine) groups added at the positions shown, denoted π-bridge-DA. (b) and (c) Computed
transmission spectra of the two systems described in (a) (dashed line: π-bridge, solid line: π-bridge-DA) for spin-up and spin-down, respectively. The
atoms are colored as green for C, white for H, and blue for N.
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The electronic transport properties are obtained using the Nanodcal
code,38,39 which employs the nonequilibrium Green’s function
(NEGF) technique within the Keldysh formalism in combination
with DFT.40 This technique is applied to a two-probe system, as
illustrated in Figure 1a. Note that in these calculations all atoms are
described self-consistently at the same level of theory for the central
region as well as the electrodes. This approach has been thoroughly
described in the literature.38,41−46

To briefly summarize, the retarded Green’s function is defined as,

= − − Σ − Σ+ −G E S H E E( ( ) ( ))L R
1 (1)

where E+ = limη→0[E + iη] is the energy plus an infinitesimal imaginary
part iη. H is the Hamiltonian, and S is the corresponding overlap
matrix obtained from a conventional DFT calculation on the central
scattering region. ΣL/R are the self-energies that account for the effect
of each electrode on the central scattering region. Each consists of two
parts: the energy level shift is given by the real part as ΔL/R(E) =
ReΣL/R(E), and the level broadening is given by the imaginary part:

Γ = Σ − Σ†E i( ) ( )L/R L/R L/R (2)

The Landauer−Büttiker transmission47 probability can be calculated
as the trace over the matrix product of the coupling matrices ΓL/R,σ

48

and the (G/G†) Green’s function of the central region. The
transmission around the Fermi energy at zero bias is [Tσ(E,V = 0)],

= Γ Γσ σ σ σ σ
†T E V G G( , ) Tr( )R, L, (3)

which represents the probability that an electron having spin σ and
with a given energy E transmits from the left electrode, through the
central region, into the right electrode.
The spin-polarized current versus voltage is obtained from

∫ μ μ=
ℏ

−σ σ
−∞

+∞
I E V

e
T f E f E E( , ) [ ( , ) ( , )]dL L R R (4)

where the electrochemical potential difference between left and right
electrodes is eV = μL − μR and f is the Fermi distribution,

μ
μ

=
− +

f E
E kT

( , )
1

exp[( )/ ] 1L/R
L/R (5)

The spin filter efficiency49,50 (SFE) at the Fermi level is defined as

=
| − |

+
T E T E

T E T E
SFE

( ) ( )

( ) ( )
up F down F

up F down F (6)

and represents the excess transmission of one spin type over the other
as a percentage of the total transmission. We calculated the SFE
achieved at zero bias under different gate voltages for the π-bridge-DA
system. The gate effect is simulated by setting a gate-induced
electrostatic boundary condition for the Hartree potential when

solving the Poisson equation in the NEGF-DFT self-consistent
procedure. The density functional and basis set were the same in
the NEGF-DFT calculations as those used for the structure relaxations.

■ RESULTS AND DISCUSSION

In the central region of the junction, the polyacetylene bridge is
explored with and without donor/acceptor groups attached to
the bridge (see Figure 1). Generally, π-conjugated organic
molecules are good candidates for exhibiting magnetic order.51

However, magnetic properties are not commonly found in pure
organic molecules, and they are usually doped by a metal to
possess magnetic characteristics.49 In the system where the π
bridge consists of a 13 carbon atom chain containing only H
atoms (π-bridge case: R1 = R2 = H), the transmission spectrum
T(E) shows broad peaks around the Fermi energy for spin-up
and spin-down, as illustrated with the dashed lines in Figure 1b
and c, respectively. The shape and position of these
transmission peaks signify that such a junction would conduct
electrons well at low bias. By adding imidazole as a donor group
and pyridine as an acceptor group to the polyacetylene chain
(π-bridge-DA system), the transmission exhibits a very small
dip around the Fermi energy for spin-up (solid line in Figure
1b), while for spin-down (solid line in Figure 1c)), the
transmission exhibits a sharp dip near the Fermi energy
suggesting DQI. The calculations show that the transmission
for the π-bridge is high (T(EF) ≈ 1) and is very sensitive to the
addition of the donor and acceptor groups. When these side
groups are added, the transmission has an impressive
antiresonance dip that brings the value to almost T(EF) ≈ 0
for the spin-down case. It should be pointed out that the effect
of DQI due to the addition of side groups has been previously
described. For example, Papadopoulos et al. showed that the
presence of fluorenone side groups on molecular wires results
in Fano resonances close to the Fermi energy of those
systems.52

In order to reveal the influence of the donor and acceptor
groups on the DQI effect from Figure 1b and c, the influence of
each group on the transmission is calculated separately. It is
important to emphasize that the most relevant energy region
for low-bias conductance is near EF. Figure 2a shows the
transmission for a polyacetylene chain bridging ZGNR
electrodes with just an imidazole donor group added to the
chain (π-bridge-D). For spin-up (solid blue line), the
transmission has a large peak reaching a value of 1 at E =
0.05 eV. However, in the spin-down plot there is a large dip in

Figure 2. Transmission spectra for (a) π-bridge-D and (b) π-bridge-A systems. Spin-up is plotted in solid blue, and spin-down is plotted in dashed
red. Scattering states corresponding to selected peaks and dips are included (isovalue = 0.02).
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transmission at the EF corresponding to DQI. Analysis of the
scattering states for these two scenarios (spin-up vs spin-down)
can be very insightful. For spin-up, the scattering state at E =
0.05 eV (top right of Figure 2a) shows that there is no
amplitude on the imidazole side group, such that it is
unrecognized in terms of transmission at that energy and the
transmission resembles that of the π-bridge system lacking a
donor group. On the other hand, for spin-down, the scattering
state at EF shows amplitude on the donor side group, which
results in a DQI effect and a sharp dip in transmission at that
energy. This sort of DQI effect has been described previously as
being due to antiresonances induced by side chains.20

Figure 2b shows the transmission spectrum for the
polyacetylene chain bridging ZGNR electrodes with a pyridine
acceptor group added to the chain (π-bridge-A). For this
system, neither the spin-up transmission (solid blue plot) nor
the spin-down transmission (dashed red plot) have a significant
antiresonance at the EF. The spin-up plot does show a small dip
in transmission at EF which is attributed to a small amount of
DQI, also due to the presence of the side chain, the pyridine
acceptor in this case. The scattering state corresponding to this
transmission dip is illustrated at the bottom left of Figure 2b.
Note that there is amplitude on the pyridine, but it does not
contribute to a significant antiresonance in this case (the dip in
transmission is quite small). For the spin-down case, the
scattering state corresponding to the peak in transmission
shows that there is no amplitude on the pyridine side group,
which has no effect on the spin-down transmission at this
energy (−0.03 eV).
This comparison demonstrates that DQI in the π-bridge-DA

system can arise from either side group (donor or acceptor) for
a given spin and energy. While both the donor and the acceptor
groups result in antiresonance dips, the position in energy can
be very different and depends on the chemistry of the side
group. In fact, many other side groups would have similar
antiresonance dips, and the position relative to the Fermi level
could be tuned with judicious selection of the donor/acceptor
molecule. In fact, this effect is often observed when side groups

are added to a chain, as described by Hansen et al.20 The donor
group contributes to the large antiresonance dip at EF for spin-
down, while the acceptor group contributes to the small
antiresonance dip at EF for spin-up. With both of these two side
groups, the transmission at EF is dominated by DQI.
Experimental and theoretical works have shown that DQI
might be used to control the current through a molecular
device.24,53 However, it is very difficult to pinpoint the position
of the antiresonance dip relative to the EF and even more
difficult to control it. This can be related to the position of the
frontier molecular orbitals relative to the EF of the electrodes
when the junction is formed, which can also be dependent
upon the dipole moment at the surface of the electrode (which
is metal in most cases).4 In practice, a gate voltage, Vg, may be
used to shift the molecular levels relative to the EF, thus
bringing the molecular system into an open conduction regime.
The gate voltage, Vg, controls the conducting channels and can
turn on/off the molecular device. An example of such a system
is described by Baratz et al., who showed that a gate can induce
an intramolecular charge transfer in a molecular junction
containing a donor/acceptor pair, resulting in conductance
switching.54 For this purpose, we are interested in controlling
the DQI in the π-bridge-DA system upon the application Vg
(along the x-direction in Figure 1a) ranging from −1.0 to +1.0
V.
Figure 3a and b shows the spin-up and spin-down

transmission of the π-bridge-DA system under a gate voltage
Vg. In our simulations, the gate region encompasses the entire
central region, including the acceptor and donor molecules
shown in the inset of Figure 3c. Therefore, all atoms in the
central region are gated, and self-consistency is maintained.55

Note that these spectra are close-ups of the transmission at EF.
For the spin-up transmission (panel a), the transmission
spectrum shifts slightly with the Vg, going to more positive
energies with more negative Vg. There is a small antiresonance
dip at 0.005 eV, with the magnitude of the dip varying with Vg,
but the energy remains constant. The antiresonance dip nearly
disappears at Vg = −1.0 V and is largest at Vg = +1.0 V. Note

Figure 3. (a) Spin-up and (b) spin-down transmission under the influence of an external gate voltage (Vg). Note the scale of the axes: this is a close
up of the transmission near EF. (c) The SFE as a function of Vg. (d) The charge on the donor and acceptor groups (Mulliken distribution) under Vg.
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the transmission scale, and that at all Vg values, the dip is
relatively small and does not have a significant effect on the
transmission at EF. The different T(EF) values can be attributed
to the shift in spectra under Vg. For the spin-down transmission
(panel b), there is a similar shift in transmission spectra with Vg.
However, in this case, the antiresonance dip shifts in energy but
remains approximately the same size (drops down to ca. T ≈
0.1). In the spin-down case, the Vg can be used to bring the
antiresonance dip into and out of alignment with the EF, which
results in a substantial difference in T(EF) ranging from 0.1 to
0.7. Note that the antiresonance should be located around the
Fermi energy for this effect to be useful, but its position
depends strongly on the coupling to the electrodes and is
difficult to accurately predict. The problem is related to the
alignment of molecular levels and to the molecule−electrode
interface. In this work, this limitation is avoided by analyzing
the effects of a gating voltage, which is applied externally. This
work illustrates that the gate can be utilized to tune the
antiresonance relative to the Fermi level.
Since the Vg has a large effect on the spin-down transmission,

but a relatively smaller effect on the spin-up transmission, it
could be utilized to control the spin filter efficiency (SFE)
through the π-bridge-DA system. Figure 3c shows the value of
SFE calculated with eq 6 as a function of Vg for this system. The
maximum SFE is achieved at Vg = −1.0 V, where the spin-down
antiresonance dip is aligned with the EF and over 75% of the
current has spin-up polarization. Figure 3d shows the
(Mulliken) charge on the donor and acceptor groups as the
Vg is varied. Note that there is very little change on the acceptor
charge but a relatively large change on the donor group.
Surprisingly, the change in charge on both the donor and
acceptor group is of the same sign for a particular Vg, suggesting
the charge is transferred from the polyacetylene chain or the
ZGNR electrodes into the groups and not from one group to
the other. We interpret this as a charge transfer into the
molecules flowing from the electrodes through the π-bridge-
DA.
The transmission spectra shown so far are for zero-bias

conditions, and they are instructive in understanding the low-
bias conductance properties of molecular devices. However, to
understand how such devices will behave under finite source-

drain bias, the NEGF-DFT approach can be employed to
calculate the (spin-dependent) transmission and current when a
bias is applied between the two ZGNR electrodes. Figure 4a
shows the spin-up (dashed blue) and spin-down (solid red)
current for various applied biases. The current for spin-up and
spin-down increase uniformly until 0.1 V, beyond which there is
an excess spin-up current. At 0.45 V there is a substantial
difference between the two, with roughly 50% more spin-up
current than spin-down current. For the spin-down case, there
is a slight negative differential resistance (NDR) from 0.3 to
0.45 V. The NDR mechanism is characterized by a local
maximum in the transmission with the bias voltage increase.
Figure 4b−g shows the evolution of the spin-up transmission
spectrum as the bias is increased. For the values plotted, the
spin-up transmission peaks shift in energy due to the bias
change, but there is substantial transmission near EF in all cases
with only small variations.56 For this reason, the spin-up current
increases relatively uniformly. Figure 4h−m shows the
evolution of the spin-down transmission spectrum as the bias
voltage is increased. Here, the DQI near EF plays a role in the
I−V characteristics. As can be seen from the transmission
spectra, the transmission near EF changes substantially with
different bias voltages, causing weak NDR for the spin-down
current. At low bias, there is substantial transmission near EF,
but this becomes suppressed at higher bias values due to the
DQI in the spin-down π-bridge-DA system.

■ SUMMARY

The spin-transport properties of a polyacetylene chain bridging
zigzag graphene nanoribbon (ZGNR) electrodes were inves-
tigated using the nonequilibrium Green’s function technique
combined with density functional theory. ZGNR electrodes
with the width studied in this work possess an inherent spin-
polarization along their edges, resulting in splitting of the spin-
up and spin-down electronic properties of these devices. The
addition of an imidazole donor group and a pyridine acceptor
group to the polyacetylene chain caused destructive quantum
interference features in the transmission spectra. The largest
effect was due to the donor group, which causes a large
antiresonance dip in the spin-down transmission spectrum right

Figure 4. (a) Spin-up (dashed blue) and spin-down (solid red) current as a function of bias between left and right electrodes (μL = 0 and μR ≠ 0 for
the π-bridge-DA system (shown above panel a). (b−g) Spin-up and (h−m) spin-down transmission spectra at various biases.
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at the EF level of the ZGNR electrodes. By applying a gate
voltage to the device, the energy antiresonance dip may be
controlled to bring it into and out of alignment with the EF
leading to a control of the spin filter efficiency of this system
ranging from 0% to over 75%. Finally, the calculated I−V
properties of the π-bridge-DA system show that the spin-up
current increases fairly uniformly with applied (source−drain)
bias, while the spin-down current exhibits slight negative
differential resistance due to the destructive quantum
interference. These results outline some possibilities for
controlling the spin-transport properties in spintronic devices
with the application of a gate voltage and by exploiting
quantum interference properties of molecular devices.
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